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Abstract 

The paper proposes and tests an alternative way to incorporate a spatial dimension to the 
Verdoorn Law using multilevel models, tailored to deal with nested data. This methodology 
allows extending the Verdoorn equation, incorporating elements from Urban Economics to 
Post-Keynesian growth analysis. The estimations used firm-level data from the Brazilian 
manufacturing industry from 1996 to 2002. The results showed that, after controlling for firms’ 
characteristics, the spatial dimension is crucial to explain rates of labour productivity and 
output growth. Moreover, the estimations showed that substantial knowledge spillovers and 
urbanisation externalities are beneficial to firms’ growth, whereas localisation externalities 
tend to be harmful.  

 

Keywords: productivity, Verdoorn, increasing returns, regional externalities, Brazil. 

JEL Classification: O14; O1; R11; R30 

 

 

 

 

 

 

 

 

 

Acknowledgements: 

Research for this paper was partially funded by Conselho Nacional de Desenvolvimento 
Científico e Tecnológico (CNPq), Coordenação de Aperfeiçoamento de Pessoal de Nível 
Superior (CAPES) and Fundação de Amparo à Pesquisa do Estado de Minas Gerais (Fapemig). 
The authors are grateful for technical support provided by Instituto de Pesquisa Econômica 
Aplicada (IPEA) and by Instituto Brasileiro de Geografia e Estatística (IBGE). The authors would 
also like to thank Pedro Vasconcelos Maia do Amaral for invaluable comments and 
suggestions. 

                                                
 Centro de Desenvolvimento e Planejamento Regional (Cedeplar), Departamento de Ciências 
Econômicas, Universidade Federal de Minas Gerais (UFMG). 
 Cambridge Centre for Economic and Public Policy, Department of Land Economy, University of 
Cambridge, UK. 



BRAZILIAN KEYNESIAN REVIEW, 1 (2), p.118-134, 2nd Semester/2015 119 

 

1. Introduction 

In the early 2000s, a renewed interest on the interaction of spatial factors and economic 
activities could be observed in the mainstream economic literature. In particular, new 
branches of research within neoclassical economics have spawned from the inclusion of a 
spatial perspective on partial and general equilibrium models. The most notable examples are 
the New Economic Geography and Urban Economics. Concepts such as urban externalities, 
centrifugal and centripetal forces are key for authors of urban economics as for instance 
Glaeser et al. (1992), Glaeser (1999), Glaeser and Maré (2001), Henderson et al. (1995) and 
Henderson (1999). Likewise, urban externalities, particularly Marshallian, are central in the 
development of New Economic Geography Models (NEG), as summarised by Fujita et al. 
(1999). 

The models produced by NEG authors, in particular, have been able to emulate a 
number of different patterns of urban agglomerations using the combination of increasing 
returns to scale as centripetal forces and transport costs and centrifugal forces. The ability to 
endogeneise increasing returns to scale in a regional perspective has been praised outside 
mainstream economics as a major breakthrough. However, the level of abstraction of the 
models and the lack of practical applications also generated criticism and an increasing 
polarisation of the debate (Martin, 1999; Martin & Sunley, 1996). 

Using a different approach, models inspired by the cumulative causation literature and 
by Verdoorn’s Law have been improved to account for the influence of regional factors 
through the use of spatial econometrics on post-keynesian-kaldorian, models. This approach 
was adopted using regional data, for instance, by Fingleton and McCombie (1998), Fingleton 
(2001a, 2001b, 2003a, 2005) and Angeriz et al. (2006), amongst others. However, in the efforts 
undertaken to date, space (territory) enters the scene in a rather oblique way, given that 
spatial econometrics accounts for regional impacts between regions, i.e., productivity 
spillovers, given standard economic variables. 

In this paper, expanding on the post-keynesian tradition, we propose and test an 
alternative way to incorporate a spatial dimension to the study of productivity growth, and of 
increasing returns to scale in particular, through the use of hierarchical (multilevel) models 
(Goldstein, 1995; Hox, 1995; Raudenbush & Bryk, 2002). Multilevel models were tailored to 
deal with the interaction between variables proper to individuals and those characterising 
groups. Using this method, the paper brings two main contributions to the literature. First, we 
extend the model based on the Verdoorn Law, which establishes a positive relationship 
between manufacturing productivity and output growth to include firm levels variables 
(McCombie and Thirlwall, 1994). Secondly, through the inclusion of regional variables, with the 
underlying assumption of a hierarchical Verdoorn model is that firms within a city are “more 
similar” than firms pertaining to different cities due to locational factors. The ability to treat 
simultaneously data that pertain to distinct analytical levels allows us to link various strands of 
the economic literature such as cumulative causation, economic geography and urban 
economics. The inclusion of cities as the higher level in a Verdoorn equation represents the 
introduction of space as a separate analytical dimension, allowing, simultaneously, the 
extension of the original specification. 

The results provide three main insights. First, the validity of Verdoorn’s law using firm 
level data, controlling for firm-level variables as well as for regional factors is verified. 
Secondly, the exercise shows that productivity grows faster in the southeast part of the 
country. Finally, the model shows that in terms of productivity growth, regional specialization 
is harmful whereas economic diversification is beneficial. 
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The paper is divided in four sections apart from this introduction. Section two briefly describes 
the criticism of economic geography regarding the treatment of space within and without 
mainstream economics. In addition, the most recent efforts to incorporate a regional 
perspective to the cumulative causation models are presented. Section three introduces 
hierarchical linear models as an alternative to extend Verdoorn’s Law equation to incorporate 
a spatial dimension and establish links with other schools of thought, such Urban Economics. 
Section four describes the data and presents the model specifications and estimation results. 
Brief concluding remarks follow. 

 

2. Space and Economics 

Concern with the importance of location to economic activities can be traced as far back as 
von Thünen’s seminal work in 1826, Alfred Weber (1929) and August Lösch (1954). The 
concepts developed by the classical theories of localisation, such as agglomerative and 
disagglomerative forces, have undoubtedly influenced subsequent work. Another important 
source of inspiration for contemporary theories can be found in Marshall’s (1890) Principles of 
Economics. The author described factors that drive spatial concentration of similar economic 
activities, later known as Marshallian externalities. More recently, Jacobs’ (1969) paradigm 
changing The Economy of Cities introduced another type of externalities. Jacobian externalities 
are typically associated with higher economic diversity and to the availability of specialised 
services. These concepts are central to modern theories that study the forces driving 
agglomeration and regional growth, such as Urban Economics and, more notably, New 
Economic Geography (NEG). 

Together with the attention, these schools of thought have drawn criticism from 
within and without economics (Anas, 2001; Dymski, 1996; Neary, 2001). One of the most 
polarising sources of criticism came from geography authors, such as Martin and Sunley (1996) 
and in Martin (1999), who have targeted the excessive level of abstraction of the models, 
particularly from the NEG. The authors recognise that NEG theory, particularly Krugman’s 
contribution, has merits for bringing an innovative perspective to mainstream economics. 
Specifically, in NEG’s assessment, the analysis of economic growth and trade patterns is not 
dissociable from the process of regional development, in which increasing returns to scale 
have a crucial function. In this sense, the models go beyond the traditional analysis of 
comparative advantages by incorporating elements from other branches of economics.  

However, for Martin (1999), a full reconciliation between the new economic 
geography and economic geography proper may be impossible, due to their distinct 
methodological approaches. A fundamental theoretical impasse originates from the departing 
point of each school of thought. NEG models assume uniformity of spatial distribution of 
economic activities to isolate the forces driving agglomerations. The necessity to depart from 
an abstract economic landscape in order to enable the all-important formalisation of models 
imposes, according to Martin, a straitjacket on the NEG, forcing social, cultural and 
institutional factors out of the models together with all the dynamic characteristics. Therefore, 
even the path dependence or cumulative processes that NEG models are able to reproduce, 
claimed as a definitive advance over their predecessors, depend largely on initial conditions 
set prior to the simulations.  

Another consequence of the mathematical approach, and another important source of 
contention that makes conciliation unlikely, is the absence of what Martin calls ‘real places’ 
from NEG models. In the simulations, ‘space’ is unidimensional and cities and regions are 
distributed along a line, concentric circles or points. Real cities, regions and economic 
activities, so dear to Marshall and Kaldor for instance, are completely absent. Martin’s critical 
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assessment of the importance, or the lack thereof, given to geography in goes beyond his 
quarrel with NEG’s methodological approach. To him, heterodox economists have, more than 
their orthodox counterparts, largely ignored space and location in important areas such as 
evolutionary, institutional, post-Keynesian and Kaldorian economics. 

This across the board recrimination of economics seems to originate from the 
perception that economic analysis is polarised between micro and macro levels. The 
consequence is that the traditional economic analysis fails to go beyond the recognising that 
economic development is uneven across regions to acknowledge that economic process very 
much depends on varying spatial conditions. 

At the time of the publication of Martin’s critical reflections on the ‘new geographical 
turn in economics’, however, the explicit concern with spatial factors had already made its way 
into post-Keynesian and Kaldorian research. The most important breakthrough was the use of 
advances in spatial econometrics, following the work of Anselin (1988), in the estimation of 
Verdoorn’s Law. This approach was initially used by Fingleton and McCombie (1998) and Pons-
Novell and Viladecans-Marsal (1999) to estimate the Verdoorn coefficient for E.U. regions. 
Fingleton and McCombie introduced spatially lagged productivity growth terms into their 
equation.  

Fingleton (2000) saw in the application of spatial econometrics to the estimation of 
Verdoorn’s Law an opportunity for bridging the gap between the two lines, which for Martin 
are irreconcilable. For Fingleton, the literature related to increasing returns to scale and 
cumulative causation models was a major and still unexplored point of contact between NEG 
and economic geography proper.  For the author, the Verdoorn Law is still an important 
alternative to neoclassical growth models for it represents increasing returns as the heart of 
cumulative causation models.  The law expresses the relationship between productivity and 
output growth, is, in its simplest form, given by: 

                   (1) 

or 

                  (2) 

where τa = -pa and β = (1-λ). pi, qi and ei are the rate of growth of productivity, the rate of 
growth of total output and the rate of growth of employment in the country i respectively. The 
estimation of equations (1) and (2) has been extensively pursued and produces a coefficient of 
around one-half (McCombie et al., 2002). For Kaldor, an estimated coefficient (β) that is 
significantly less than one is a sufficient condition for the presence of both static and dynamic 
returns to scale, given that constant returns to scale imply proportional growth of output and 
productivity (Kaldor, 1975).  

Fingleton’s proposed “third way” consists in building a spatial model that has 
Verdoorn’s Law at its heart, but unlike the previous estimations that used the same technique, 
the author’s alternative builds a more detailed structural model of spatial externalities, making 
explicit the mechanism of spatial productivity spillovers (Fingleton, 2001b, 2003b).  

 

3. Multilevel Verdoorn Law 

These works show that a significant effort to include a regional perspective in studies of 
productivity change have been done in recent years. In the remainder of the paper we propose 
the use of hierarchical linear models as alternative to extend the Kaldorian literature to 
incorporate a regional perspective. In addition, by modelling two distinct levels of analysis, this 
methodology allow us modify the tradition Verdoorn equation to encompass elements from 
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other areas such as urban and evolutionary economics. In this way, the application also aims to 
provide a step forward to bridge the gap between the micro and more aggregated regional 
analysis. 

Hierarchical linear models are statistical tools developed specifically to treat data or 
experiments that have a clustered or nested structure.1 The statistical consequences of the 
lack of treatment of nested data are twofold. First, in many cases aggregation bias may arise, 
given that some variables can have distinct interpretations in each level of analysis. Secondly, 
traditional techniques can generate incorrect standard errors due to the assumption of 
inappropriate error structures. OLS models assume that each observation is independent from 
another. This is not the case when data are clustered, and failure to account for this 
characteristic can lead to misestimated results (Raudenbush, 1988; Steenbergen & Jones, 
2002). 

For Raudenbush (1988), the problems that have motivated the development of 
hierarchical models and the advantages of these techniques that have inspired various 
applications can be divided in two groups. First, the statistical advantages of a more suitable 
method motivate those interested mainly in micro-parameters. In this case, the research 
problem focuses on a particular individual of level-1 (student, child, patient, organization). The 
second group regards applications whose attention focuses on macro-parameters. This is the 
case of studies that aim to explain why some groups have smaller regression slopes than 
others, or which group variables can explain the growth of individuals, etc. 

Both types of problems have motivated a large number of applications on hierarchical 
models in several fields of research. Amongst them, the most common field is still education, 
from which the models were developed. Applications include repeated measures, logit and 
probit, causality studies, latent variables models, meta-analysis, discrete response models, 
multiple membership models, factor analysis, amongst others (Moerbeek et al., 2003; Pickett 
& Pearl, 2001; Raudenbush & Kasim, 1998; Sampson et al., 1997).  

In economics specifically, multilevel applications are still rather scarce and are usually 
concentrated in very few areas or research. There are however, a few exceptions. Cardoso 
(1999, 2000) are examples of applications using firm-level data. The author uses multilevel 
models to investigate labour market inequality. Steenbergen and Jones (2002) uses more 
aggregated data to fit a multilevel model to analyse levels of public support to the European 
Union. 

Apart from the better statistical properties of the estimators, the application of 
hierarchical modelling to the study of productivity change and the Verdoorn Law has two main 
advantages. First, the existence of residual variance at the group level allows us to explore the 
influence of regional characteristics on the estimated coefficients by introducing new variables 
measured at the group level. Secondly, the estimated models can be extended to include 
interaction terms between the individual and group levels. These cross-level interactions are 
the tool that allows us to bridge the cumulative causation literature at the micro level to the 
economic geography literature, assessing the existence and the relevance of urban factors as a 
separate dimension.  

A two-level hierarchical model with intercepts and sloped as outcomes can be 
described by the following equations: 

                                                
1 Hierarchical models are also referred to as multilevel models, linear models, mixed-effect and random-
effects models and covariance component models. In econometrics, the most common term is random-
coefficient regression models (Hox, 2002). 
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Yij = β0j + β1j(Xij) + rij  .                                            (3) 

β0j = γ00 + γ01(Zj) + u0j,                   (4) 

β1j = γ10 + γ11(Zj) + u1j.                                                          (5) 

The combined hierarchical model is now given by 

Yij = γ00 + γ10(Xij) + γ01Zj + γ11ZjXij + u1j(Xij) +  u0j + rij.              (6) 

where Yij denotes the outcome variable for each individual i in group j. Xij is a vector of 
individual-level variables, (Zj) a vector of group-level variables,. rij is the error of the level-1 and 
(u0j) the level-2 error term. The random terms of the equation (6) are the key element of any 
hierarchical model. Together with an intra-class correlation coefficient different than zero, this 
model renders OLS and GLS procedures inapplicable.  

From Verdoorn Law’s perspective, and following the notation used above, the 
outcome variable Yij denotes the rate of productivity growth for each firm i in region j. This 
outcome is a function of a set of m individual characteristics indicated by Xmij, which includes 
the rate of each firm’s output growth. At the group level Zqj represents variables measured at 
the q cities. 

If Yij is the rate of productivity growth of each firm, city level variables can be added to 
assess two different types of issues. First it is possible to assess how regional factors affect the 
slope of the model (β0j), which in our case represents the autonomous rate of productivity 
growth. Secondly, regional variables can be added to analyse how the impact of firm-level 
variables (Xqij), such as the rate of growth of output, for instance, varies across cities. The 
inclusion of randomly varying slopes and interaction effects to the analysis adds an alternative 
regional perspective to the study of the Verdoorn Law.  

 

4. Data and Results 

Data 

The dataset used in the estimations was built using firm-level data was drawn from the 
Industrial Annual Survey (PIA) from 1996 and 2002. The data on sectoral employment was 
extracted from Annual Registry of Social Information (RAIS) and the population by city from 
the year 2000 Census from the Brazilian Institute of Geography and Statistics (IBGE). The final 
sample includes all firms present in the survey in 1996 and in 2002. In total, 12.381 firms from 
1.538 cities are present in the sample. At the firm (individual level) the dependent variables 
used are the rate of growth of labour productivity, output and of employment, measured in 
total number of employees. 

Variables 

Level 1: firm level 

Output growth (dy): exponential growth rate from 1996 to 2002. This variable was also 
calculated as the deviation between each firm’s rate of output growth and the sample mean to 
allow meaningful interactions between levels. 

Schooling (lschool): average number of schooling years of each firm’s employees. This 
variable is used as a proxy of the level of qualification. It is assumed that the higher the level of 
education of a firm’s workforce, the higher the workers’ efficiency and capacity to absorb new 
work techniques and new technologies in general. Thus, this variable is expected to have a 
positive impact on the rate of productivity growth. 



BRAZILIAN KEYNESIAN REVIEW, 1 (2), p.118-134, 2nd Semester/2015 124 

 

Productivity gap (lgap): ratio, in the base year 1996, between the output per worker 
from each firm and the output per worker of the leading firm of each sector (three digits). This 
variable incorporates a catch-up element into the equation. The assumption is that the higher 
the gap between a particular firm and the sector’s leader, the greater the potential for the 
lagging firm to absorb and improve the technologies adopted by the leading company. In this 
sense, the higher the gap, the higher the potential for productivity growth. 

Level 2: cities 

Total Population (lpop): natural logarithmic of the total population of each city in the 
year 2000. This variable is a proxy for the urban scale and is expected to capture the impact of 
the urban scale and economies of agglomeration on the rate of growth of productivity. 

Regions: dummy variables for each one of the country’s administrative regions. São 
Paulo is the base and dummies were created for the remainder of the Southeast (se) region, 
South(s), centre-West (cw), North (n) and Northeast (ne).  

Municipal schooling (lschoolc): average number of years of schooling of a particular 
city. This variable was calculated using all the firms present in each city. 

Industrial scale (lind): the ratio between each city’s share of industrial employment in 
total employment and the national share of industrial employment in total employment. This 
variable measures the relative concentration of industrial activities in each city in comparison 
with the national ratio. It is a proxy for externalities stemming from industrial agglomeration 
(Marshallian). 

Services density (lserv): each city’s share of employment of modern services sector in 
total employment. This variable measures the relative importance of the modern services, 
which is intimately related to the diversity of local economies. Hence, this variable is expected 
to capture the impact of agglomeration economies typically Jacobian. 

 

Regressions’ Results 

To make the most of the benefits of hierarchical models, three models were estimated. The 
first model’s primary aim is to test the relevance of the technique to estimate the Verdoorn 
Law and to evaluate the significance of the regional level. To this effect, human capital and gap 
variables were introduced at the first level and variables to capture different regions and 
different urban scales were added at the second level. The second model tests the ability of 
hierarchical models to capture different meanings of the same variable in distinct levels of 
aggregation. In this case, the variable schooling was used at the second level as an indication 
of knowledge spillovers. Both models have randomly varying intercepts. The third model 
allows slopes to vary. Variables to test for the impact of externalities were introduced at the 
second level. 

Model 1: Catch-up, Human Capital and Space 

The first model to be estimated includes two extensions in comparison with the standard 
Verdoorn equation. At the lowest level, the model is extended to include two new variables 
that can affect the rate of productivity growth of the firm. The first variable is schooling, 
measured as the average number of schooling years of each firm’s employees. The inclusion of 
this variable is in line with human capital theory that indicates individuals’ earning levels are 
correlated with the number of years spent acquiring education or training (Becker, 1962; 
Mincer, 1974). Higher levels of education reflect higher labour productivity and at the firm 
level can be associated with faster rates of productivity growth. 



BRAZILIAN KEYNESIAN REVIEW, 1 (2), p.118-134, 2nd Semester/2015 125 

 

The second variable was added to test the relevance of the catching-up hypothesis, 
proposed at the country level by Abramovitz (1986). The basic hypothesis is that innovation is 
introduced by the leading firms of each sector, which can be subsequently diffused through 
the economy by means of technological imitation by follower firms.  Given that imitation and 
diffusion is less costly than innovating, the gap represents a potential for follower firms’ 
productivity to grow faster than leading firms during windows of opportunity. The validity of 
this assumption is an empirical matter.2 Thus, in the Verdoorn equation, the introduction of a 
gap variable will test if faster rates of productivity growth are associated with the productivity 
gap between each firm and the sector’s leader in the beginning of the period.  

At the regional level, variables were added to test the importance of the spatial 
dimension over the rate of productivity growth. Dummy variables for states were included to 
test whether regional factors influenced the mean rate of productivity growth in each city. In 
addition, the log of each city’s population was added as a proxy of urban scale, similarly to 
Henderson (1986). In our case, however, the proxy has a dynamic perspective, given that it 
expected to measure the impact of urban scale on productivity growth, not on productivity 
levels. 

At the group level, variables were introduced in an intercept-as-outcomes model. It is 
important to keep in mind that significant coefficients for the dummy variables mean that a 
firm’s location has an impact on its rate of productivity growth after controlling for individual 
factors such as output growth, schooling and productivity gap, as well as for the scale of the 
urban centre in which the firm is located.  

The estimation of the extended multilevel Verdoorn, which includes human capital and 
catching-up variables, will follow four stages, from a basic ANOVA, to the Intercept as 
Outcome model.3 The full equation with a random varying intercept has the form: 

pij =00 +10(dqij) +20(lgapij) + 30(lschooljj) +01 lpopj+0nregions+ u0j + rij,    

where pij is the rate of productivity growth of firm i in group j, dqij is the rate of output growth, 
lgapij is each firm’s productivity gap, lschoolij is the average number of schooling years, lpopj is 
the log of the population of group j, u0j is the residual error of level 2 and rij is the error of level 
1. The equation also includes one dummy for each administrative region of the country, except 
São Paulo (base dummy). 

 

Model 1.1: Variance decomposition (ANOVA) 

Level 1:  pij =0j + rij 

Level 2:  0j = 00 + u0j 

Model 1.2: Classic Verdoorn  

Level 1:  pij = 0j + 1j(dqij) + rij 

Level 2:  0j = 00 + u0j ; 1j =10 

                                                
2 This hypothesis has been widely tested from an aggregate point of view. See Dosi (1988), Dosi et al. 
(1990) and Verspagen (1994). In the context of Verdoorn’s law, see Leon-Ledesma (2002). 
3 This step-by-step approach has two main advantages. First, it allows us to evaluate the relevance of 
the hierarchical model to Verdoorn’s Law equation by comparing changes in the variance components 
of each level at each stage. Secondly, it makes the distinction between the fixed and the random part of 
the model clearer. 
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Model 1.3: Extended Verdoorn (human capital and catch-up) 

pij = 0j +1j(dqij) + 2j(lgapj) + 3j(lschoolj) +  rij  
   

Level 1:  0j =00 + u0j 

Level 2:  1j = 10; 2j = 20;3j = 30 

Model 1.4: Extended Multilevel Verdoorn  

pij = 0j +1j(dqij) +2j(lgapj) + 3j(lschoolj) +  rij
     

Level 1:  0j =00 +01 (lpopj)+ 0n (regional dummies)+ u0j 

Level 2:  1j = 10;2j = 20;3j =30 

To avoid the possibility of spurious correlation between pij and qij, Model 1.4b replaces the 
rate of productivity growth, which is replaced by the rate of employment growth (eij). The 
estimated equation, is then: 

eij = 0j +1j(dqij) + 2j(lgapj) + 3j(lschoolj) +  rij
     

It is important to note that only the intercept coefficient �0j is allowed to vary 
randomly in models 1.1 to 1.4. For the time being, we assume that the impact of the remaining 
level-1 variables lschool and lgap is homogenous across cities. 

The regressions’ results of each model (step) are summarised in Table 1. In the first 
model, the weighted least squares’ mean rate of productivity growth is 0.051. The restricted 
maximum likelihood estimated variance components are 0.433 at the firm level and 0.037 at 
the city (group) level, both being statistically significant at 0.1%. From these values it is 
possible to calculate the intra-class correlation coefficient. This indicator measures the 
proportion of city-level variance of the rate of productivity growth between firms in the total 
variance. For this basic ANOVA model, the ICC is 8.6%. This value is well within the range of 
ICC’s found in education studies, although closer to the lower end.4 More importantly, an 
estimated ICC of over 8% is sufficient to bias standard errors and to justify the introduction of 
group-level variables, which will allow us to test the relevance of regional characteristics. 

                                                
4 As discussed above, the debate on the necessary size of the ICC coefficient to fir a multilevel model is 
far from consensual. In our case, the estimated ICC is satisfactory, even though there is no benchmark 
for studies of productivity change. 
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Table 1: Multilevel Verdoorn  
Variable Model 1.1 Model 1.2 Model 1.3 Model 1.4 Model 1.4b 
Intercept 0.051* -0.012** -0.197* -0.247*  0.248* 
   lpop     0.012* -0.012* 
   Southeast1    -0.063*  0.063* 
   Centre-west    -0.038  0.038 
   North    -0.140*  0.140* 
   Northeast    -0.087*   0.087* 
   South    -0.070*  0.070* 

      
dq  0.555*  0.551*  0.552*  0.448* 
lgap   -0.052* -0.054*  0.054* 
lschool    0.059*  0.040**  -0.040** 
      
Variance       
Region 0.037* 0.010* 0.010* 0.009* 0.009* 
Individual 0.433* 0.225* 0.223* 0.222* 0.222* 
% 8.55% 4.44% 4.48% 4.05% 4.05% 
Deviance 25276.10 17006.57 16912.35 16912.08 16912.08 
Legend: *significant at 0.01; ** significant at 0.05 
Notes: 1 The Southeast excludes the state of São Paulo. 

The relevant explanatory variables are introduced from Model 1.2 onwards. It is 
important to note that all the estimated coefficients are highly significant. In Model 1.2, the 
rate of growth of firms’ output is included as a level 1 predictor. In practice, each city’s mean 
rate of growth of productivity is being predicted by the rate of growth of output of each city. In 
this model, u0j is now the residual and its variance is the conditional variance after controlling 
for firms’ output growth rates.  

As expected, variances from both level 1 and 2 were reduced after the introduction of 
the first level 1 variable, showing that the rate of output growth explains part of both 
individual and regional variability. The residual city-level variance is now 0.01 and still highly 
significant, meaning that even controlling by their output growth rate, cities still vary 
significantly in their average rate of growth of productivity. The firm-level variance fell nearly 
47%, an indication of goodness of fit of the model with the inclusion of the rate of growth of 
the output. At the group level, the introduction of the rate of growth of output in the model 
explained over 70% of the variance of the group level. This is not a completely unexpected 
result, given that the rate of output growth of a specific firm is connected to the rate of growth 
of the region in which the firm is located. As can be seen in Model 1.2 in Table 1, the estimated 
Verdoorn coefficient was 0.56. 

Model 1.3 shows an extended version of the Verdoorn equation to account for 
catching-up (productivity gap) and human capital (schooling) factors. Once more, all estimated 
coefficients are highly significant and have the expected signals. The catching-up coefficient 
(lgap) was -0.052 and has the correct sign, given that the productivity gap was measured by 
the ratio between each firm’s productivity and the productivity of its sector’s leader. Hence, 
two similar firms in terms of rate output growth and workforce qualification are taken under 
consideration, the one with a gap 50% smaller in relation to the sector’s leader could achieve a 
rate of productivity growth almost 5% slower than the other one from 1996 to 2002.  

It is important to note, however, that in spite of its significance, the size of the 
catching-up coefficient shows that the process of convergence associated with the productivity 
gap was rather slow for the period under consideration. An impact of a similar magnitude is 
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found for the schooling variable, whose estimated coefficient was 0.06. Finally, another 
important outcome of Model 1.3 is that even after controlling for firm-level characteristics, the 
city-level variance still accounts for a sizable portion of the individual level variance.  

 Models 1.4 and 1.4b proceed to include regional dummies to account for the impact of 
location on the rate of productivity growth. In addition, to isolate the effect of location even 
further, the natural logarithmic of the population of city in which each firm is located was 
included as an explanatory variable of the intercept equation. This variable works as a proxy 
for urban scale. As expected, the results show that the estimated coefficients from models 1.4 
and 1.4b are symmetric. In addition, the estimated coefficients for the individual-level 
variables remained virtually unchanged in comparison with Model 1.3. The coefficients of the 
slope equation show a positive coefficient for lpop, indicating that, after controlling for 
individual-level variables and for location, positive externalities are associated with larger 
cities. This result does not offer support, at least at the micro level, for regional convergence 
between cities in regard to productivity change. If there are negative externalities associated 
with larger urban centres, there is no evidence that they outweigh the existing locational 
advantages, causing a negative impact on the rate of productivity growth. 

The most crucial characteristic that surfaces from Table 1 does not come from any 
variable taken in isolation, but from the combination of all estimated coefficients. Significant 
coefficients of the dummy variables mean that firms’ location is an important determinant of 
productivity growth after controlling for individual attributes, represented by the productivity 
gap, schooling and rate of output growth variables, as well as the impact of urban scale, 
represented by each city’s size. This is to say that if two hypothetical firms that are otherwise 
similar are taken under consideration, i.e., had the same productivity gap in relation to its 
sector leader, employed workers with the same average level of education, experienced the 
same rate of output growth in the period and were located in cities of similar size, the one 
located in the state of São Paulo will have enjoyed a faster rate of productivity growth.  

These results allow us to argue that space represents a fundamental dimension to 
productive growth independently of each firm’s individual characteristics and regardless of 
urban scale. This is an indication that the location of each firm is determinant for economic 
growth from a dynamic perspective, given that there is a specific environment associated with 
each city (and region) that allow firms to attain distinct levels of productivity growth. 

In the next two models will test other two factors that can contribute to understand these 
regional disparities.  

Model 2: Spatial Knowledge Spillovers 

One of the advantages of hierarchical models is the ability to account for variables that have a 
distinct economic meaning depending on the level of aggregation. This is certainly the case of 
schooling when measured at the firm and at the city level. To test this particular characteristic, 
another slope-as-outcome model was estimated. In this case, a variable to measure the 
average level of schooling of each city was added as an explanatory variable of the slope 
coefficient, together with a dummy variable for the state of São Paulo. To allow a meaningful 
interpretation of the estimated level-2 coefficients, the schooling variable was centred on the 
grand mean. 

The slope coefficients of the level-1 variables are fixed. The steps taken in the 
estimation of Models 2.1 to 2.3 are the same as models 1.1 to 1.3. The new model including 
the new variables is given by:  

pij 00 + 01dummy_sp + 02lschoolcj 0nregions 20(lgapij) + 30(lschooljj) + 10(dqij) + u0j + rij   
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Model 2.4: Spatial Knowledge Spillovers  

 

Level 1:  pij = 0j 1j(dqij) +2j(lgapj) + 3j(lschoolj) +  rij 

Level 2:  0j 00 +01dummy_sp 02 lschoolcj+ u0j; 1j = 10; 2j = 20; 3j = 30 

Model 2.4b, like model 1.4b, replaces the rate of productivity growth by that of 
employment. Table 2 shows the results of the new model. As can be seen, at the firm level, the 
estimated coefficient for schooling was reduced by a factor of almost 39%, but remained 
significant. One possible explanation for this reduction is the coincidence between firms’ high 
level of education amongst their workforce and cities’ higher-than-average levels of schooling. 
The estimated coefficients of the remaining variables remained virtually unchanged. At the 
group level, the estimated coefficient for the average level of schooling of the city where firms 
are located showed a significant and large impact over the intercept of the extended Verdoorn 
function.  

Table 2: spatial knowledge spillovers  
Variable Model 2.1 Model 2.2 Model 2.3 Model 2.4 Model 2.4b 
Intercept 0.051* -0.012** -0.197* -0.184*  0.184* 
   lschoolc     0.113* -0.113* 
   São Paulo     0.064* -0.064* 
      
dq  0.555*  0.551*  0.552*  0.448* 
lgap   -0.052* -0.054*  0.054* 
lschool    0.059*  0.034** -0.034** 
      
Variance       
Region 0.037* 0.010* 0.010* 0.009* 0.009* 
Individual 0.433* 0.225* 0.223* 0.222* 0.222* 
% 8.55% 4.44%    
Deviance 25276.10 17006.57 16912.35 16886.39 16886.39 
Legend: *significant at 0.01; ** significant at 0.05 
 

These results suggest that there is a significant impact caused by knowledge spillovers 
in regions with higher levels of education. The level of schooling of a firm’s employees has a 
positive impact on its rate of productivity growth, regardless of where the firm is located. 
However, if two firms similar in terms of output growth and productivity gap, whose 
workforces have the same average level of schooling, the firm located in a city with a higher 
average level of education will experience a faster rate of productivity growth. As can be seen 
in Model 2.4b in Table 2, a given firm’s autonomous rate of productivity growth is 11% higher 
than a similar firm located in a city whose schooling level is 50% lower, all other individual 
attributes being similar.  

This is to say that firms located in cities that have higher average levels of schooling 
can reach a higher path of productivity growth independently of each firm’s own level of 
schooling. The effect of knowledge spillovers is similar to the ‘frog pond’ theory, used in 
biology and adapted to education studies to evaluate whether students with a high IQ tend to 
under-perform if the average IQ in the class is low (Hox, 2002). In the case of schooling 
variable, the results showed that higher level of education amongst employees has a 
significant positive impact on the autonomous rate of productivity growth, -0.034 in Model 
2.4b, or roughly 2/3 of the importance of the productivity gap variable. This result is in line 
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with human capital theories, which reinforces the importance of the investment on education 
at the individual level. However, the addition of the schooling variable as a determinant of the 
intercept term of the equation shows that the importance of education is even higher if firms 
are located in a city where the average level of schooling is above than the national average. In 
fact, the estimated coefficient for the group level is more than three times higher than the 
coefficient of the individual level. This means that a firm can reach an even higher path of 
productivity growth if it is immersed in an environment where the average level of education 
is also high. 

It is also important to note that these results add a regional perspective to the human capital 
theory, given that it stresses the fundamental role played by the level of regional 
development. This is to say that the environment in which firms are embedded is as (or more) 
important as firms’ own attributes from the perspective of educational development.  

Model 3: Urban externalities: services density and industrial concentration 

Having tested the importance of regional factors to firms’ rate of productivity growth with 
intercepts-as-outcomes models, the third model proceeds to allow the slope to vary at the 
group level. In this case the regressions aim to test two important factors. First, if 
agglomeration economies allow firms located in some cities to reach a higher path of 
productivity growth (higher intercept). Secondly, it is possible to test if agglomeration 
economies are associated with a stronger connection between the rate of growth of 
productivity and that of output (Verdoorn coefficient). 

Two variables are included in the group level. The first is the share of the services 
sector on the total employment of each city. This variable is also an indication for urban scale, 
but, more importantly, it is a proxy for the urban diversity. In this sense, the variable should 
capture Jacobian agglomeration economies. The second variable is the relative share of 
industrial employment of each city in relation to the national share. This variable is meant to 
capture indirectly Marshallian agglomeration economies. Urban economists have addressed 
this matter extensively. Following the results obtained by Glaeser et al. (1992), the variable 
measuring urban diversity is expected to have a stronger impact on the rate of productivity 
growth. 

Hence, the next regressions are carried out for a modified model that includes that 
proxy urban externalities stemming from the availability of services and the relative 
concentration of manufacturing activities in each city. The first steps of the estimation remain 
as the previous two models. Hence, the estimated model is a slope and intercept-as-outcomes, 
given by the equation: 

pij = 00 + 01 lservj+ + 02 lindj + 0nregions + 20(lgapij) + 30(lschooljj) + 10(dqij) + 11(qij)(lservj) 
11(dqij)(lindj) + u0j + (qij)u1j + rij  ,   

where lservj and lindj are the natural logarithmic of the services density and industrial 
concentration variables, respectively. All the other variables remain unchanged. The impact of 
level 1 variables is assumed to be constant across regions. 

Model 3.4: Urban externalities  

Level 1:  pij = 0j + 1j(dqij) + 2j(lgapj) + 3j(lschoolj) +  rij 

Level 2:  0j = 00 + 01 lservj + 02 lindj+ 0nregions+ u0j 

1j = 10 + 11 lservj + 12 lindj+ u1j; 2j = 20; 3j = 30 
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The results of the new set of estimations are summarised in Table 3 below. Model 3.4 
adds new explanatory variables to the slope and intercept and Model 3.4b uses employment 
growth as the dependent variable. The estimated coefficients for the region dummies remain 
virtually unchanged in comparison with Table 1, with the exception that the coefficient for the 
centre-west regions is now significant, at 10%. The coefficients for the gap and schooling 
variables changed slightly, but their signs and significance remain unchanged.  

The Verdoorn coefficient is slightly higher than the previous models. However, in this 
model the variables lserv and lind were centred to allow for a meaningful economic 
interpretation of the coefficients. In Model 3.4, the estimated Verdoorn coefficient refers to 
that from cities whose share of the services sector in total employment and relative share of 
the industrial sector equals the sample’s average. 

 

Table 3: urban externalities  
Variable Model 3.1 Model 3.2 Model 3.3 Model 3.4 Model 3.4b 
Intercept 0.051* -0.012** -0.197* -0.117*  0.117* 
   Southeast1    -0.064*  0.064* 
   Centre-west    -0.136*  0.136* 
   North    -0.054***  0.054*** 
   Northeast    -0.088*  0.088* 
   South    -0.046*  0.046* 
   lserv     0.186* -0.186* 

   lind    -0.013**  0.013** 

      
dq  0.555*  0.551*  0.579*  0.421* 

   lserv     0.129* -0.129* 

   lind    -0.026*  0.026* 

      
lgap   -0.052* -0.050*  0.050* 

lschool    0.059*  0.038**  0.038** 

      
Variance       
Region 0.037* 0.010* 0.010* 0.008* 0.008* 
Individual 0.433* 0.225* 0.223* 0.213* 0.213* 
% 8.55% 4.44%    
Deviance 25276.10 17006.57 16912.35 16766.15 16766.15 
Legend: * significant at 0.01; ** significant at 0.05; *** significant at 0.10 
Notes:   1The southeast excludes the state of São Paulo. 

The estimated coefficients for the newly introduced variables are quite remarkable. 
The coefficient for the services density is positive and high for both the intercept and the 
slope. The higher the services’ sector share in a given city, the higher the rate of growth of the 
autonomous productivity and the stronger the connection between productivity growth and 
output growth. This result reinforces the notion that urbanization economies, or Jacobian 
externalities, have a strong impact on the growth dynamic of firms and, consequently, on 
regional growth. These economies are associated with positive externalities derived from the 
urban scale and with the availability of services in a given region. This finding is in line with the 
results obtained by Glaeser et al. (1992), in which productivity growth was proxied by the rate 
of growth of wages. 
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Opposite results were found for the industrial concentration variable. Although on a 
smaller scale, the estimated coefficients show that the higher the concentration of industrial 
activities in relation to the national average, the lower the rate of productivity growth and the 
weaker the connection between productivity and output growth. These results suggest that 
there are negative externalities associated with higher concentration of industrial activities. 

Finally, the results from Table 3 suggest that the best possible scenario, in terms of 
growth dynamic, would be found by a firm located in a large city in the state of São Paulo, 
characterised by a large services sector and a below-than-average share of the industrial 
sector in the local economy. 

 

5. Final Remarks 

The regressions confirmed the Verdoorn Law thus providing further evidence that increasing 
returns to scale are pervasive in the manufacturing industry. The size of the estimated 
coefficients is remarkably similar to those presented in other studies. More importantly 
however, the regressions showed that space matters to productivity growth. The extended 
Verdoorn model showed that, after controlling for firms’ characteristics, there are regional 
factors that impact decisively their rate of productivity growth. This is to say that if we analyse 
similar firms that are located in cities that are equivalent in terms of size, those located in the 
South and Southeast of the country will have experienced faster productivity growth. The 
second model produced further evidence of the importance of education for productivity 
change. After controlling for schooling at the firm level, the results showed that firms similar 
experienced faster productivity growth in cities where the average level of schooling was 
higher. This result represents an important point of contact with Urban Economics theory. The 
existence of knowledge spillovers can be an indicator that there are significant externalities 
related to the labour market in urban agglomerations. Firms located in larger cities may be 
benefiting from factors such as a better pool of labour or from the facilitation of face-to-face 
interaction.  

Finally, the third model showed that, from a dynamic point of view, urbanisation 
economies, not localisation economies, impact positively firms’ rate of productivity growth. 
Urbanisation economies were associated with higher levels of productivity growth and with a 
stronger connection between productivity and output growth. Localisation economies, proxied 
by the relative share of the industrial sectors, proved to be slightly harmful for both. In 
conclusion, hierarchical linear models offer an alternative way to build on the existing 
literature on cumulative growth and Verdoorn’s Law, bridging different, albeit complementary, 
schools of though and disciplines.  
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